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Chapter 3Clocked circuitsIn the previous chapter we looked at how we could compute boolean func-tions. We are now ready to bring time back into the picture. In this chapterthis is done by introducing an external measure of time: the clock.3.1 Precharge logicIn Figure 3.1 we have depicted a clocksignal and its inverse. For now weassume that we have both signals available to us, and that the inverse ofthe clock is \really" the inverse, e.g., the two signals are each other's exactopposite.We �rst reexamine the circuits for our boolean functions, also called com-binational logic. In the previous chapter it seemed as if we had to constructeach function twice: once for the pullup and once for the pulldown circuit. Ifour signal needs to be valid all the time, there is not much we can do aboutc H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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phi_ Figure 3.1: Clock and inverse clock.this wastefulness (well ... there is another solution, but that one is wastefulin a di�erent way ...). However, suppose you would need the signal only tobecome valid during a certain phase of the clock and stay valid during theremainder of the phase (the two halves of the cycle are called phases). If thisis the case we can apply the technique depicted in Figure 3.2.The idea here is that we use one phase, here when the clock is low, duringwhich we don't care about the signal, to charge up the output through a p-transistor. While the output is being charged up to the high voltage we don'twant the pulldown network to interfere, hence we use an n-transistor to cutthe path to ground. When the clocksignal becomes high, the p-transistor iscut, the n-transistor is tied, and if there is a path to ground the output ispulled low. If there is no path to ground, as would be the case when theoutcome of the boolean function was true, the output remains high, just likewe would want.This seems like a nice trick, we have saved almost half the area of ourcircuits! There are a number of things we need to be careful about though.c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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phi Figure 3.2: Basic idea of precharged circuits.� First, the output has to look like a not too leaky capacitor, that is, thecharge should remain on the output for at least a clockperiod if boththe p-transistor and the pulldown network are cut.� Second, the inputs to the pulldown circuit need to be either low orstable at the beginning of the compute phase (here when the clock ishigh). If some signals are high at the beginning of the compute phasethat shouldn't be, there may be a path to ground that can dischargethe output node before the inputs stabilize. This is a problem becausethe precharge transistor is o� during the compute phase, hence theoutput node will not regain its high value, even if eventually all pathsto ground are cut. If signals are low at the beginning of the computephase that should have been high, and will stabilize at that value laterduring the compute phase, there is no problem. The output node mayc H. Peter Hofstee 1994 { 10 { 10 { 09 : 11



27discharge a little later, but if we have chosen our clockperiods longenough this is not a problem.� Third, we have to prevent static charge sharing. Static charge sharing isthe termwe use to describe the situation where the charge on the outputnode may be redistributed to internal nodes of the circuit during thecompute phase, and may thus become low(er), even if there is no pathto ground. The problem is illustrated in Figure 3.3. Suppose both a andb are low during the precharge phase. Then, during the compute phase,a becomes high, e�ectively connecting the output and the intermediatenode between the two upper n-transistors. (Remember, we said it wasok for the inputs to go from low to high during the compute phase.)If the internal node was low, for instance because a and b had bothbeen high during a previous cycle, the charge on the ouput will nowbe redistributed over the output and the internal node. If the outputcapacitance is C0 and the capacitance of the inner node C1 the ouputvoltage may drop to Vh.C0/(C0+C1). The problem is especially severeif the internal node is shared between circuits, because this will give itgreater capacitance.Of course we can also build precharge logic with an n-transistor as theprecharge transistor. The circuit that computes on the high clock phaseis depicted along the original precharge circuit in Figure 3.6. The circuitthat precharges low is not very often used, because it uses many, inherentlyweaker, p-transistors and only one n-transistor.For the low-precharged circuit to work the inputs must be high or stablec H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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Figure 3.3: Static charge sharing in precharged NAND gate.at the beginning of the compute phase (denoted h->x in Figure 3.6), and theouputs go from low to their stable value during the compute phase (l->f(x)).We see that the condition on the outputs of the circuits that precharge high,matches the condition on the inputs of the circuit that precharges low. Wecan therefore compose several alternating stages of these precharge circuits,this is called domino logic. As long as we meet the conditions on the outputand input for the �rst and the last stage, keep our clock period long enough,and precharge the internal nodes this is a perfectly safe way to use prechargelogic.
c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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Figure 3.4: Static charge sharing in precharged NAND gate.
c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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Figure 3.5: Static charge sharing solved.
c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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GNDFigure 3.6: Composable precharge structures.3.2 State-holding elementsSometimes we need to hold values for longer than just one clockperiod. Thebasic circuit that allows us to do that is shown in Figure 3.7. It is just thesame circuit as the inverter, except in that we have disconnected the two gatesof the transistors. We now have four possible values for the (now two) inputsof this circuit. We avoid tying both the n and the p-transistor simultaneously,which leaves us with three combinations; tying just the n-transistor (reset),just the p-transistor (set), or neither (hold).If the output goes to other gates only, the charge will sit there for afew milliseconds to a second (depending on the temperature amongst otherthings). Even though this corresponds to tens of thousands of cycles withtoday's clock speeds, this may still not be long enough. If we want thec H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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xFigure 3.7: Basic state holding circuits in CMOS.output to hold its value inde�nately, we add a staticizer, also shown in Figure3.7. A staticizer is a pair of coupled inverters, with the inverter that maycompete with the original state holding element so small that the set andreset transistors will allways win. Since the output of an inverter is allwaysdriven, and because the pair of inverters is stable once the new value hasgone around the loop once, this circuit can maintain its state as long as thehigh-voltage supply (Vdd) is maintained.Also with this circuit we need to be a bit careful because charge sharing,albeit of a slightly di�erent variety, can occur. The problem is illustrated inFigures 3.8 and 3.9. If the output of the state-holding elementgoes to the gateof a very large transistor (a bus driver, say) a signi�cant capacitance exists,not only between the ouput and the substrate (GND for the n-transistor),but also between the output and the bus (the drain of the bus-driving n-transistor). Hence, if the bus is high when the state node is set, and then goeslow when the output is not driven, the voltage on the output drops becausec H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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Figure 3.9: Dynamic charge sharing.c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11



34the capacitance to the bus suddenly counts. Here also, if the capacitance toground is C0, and the capacitance to the bus C1 the new voltage may be aslow as Vh.C0/(C0+C1). Unlike the situation with the internal nodes, there isa limit to how low the voltage can sink, because C0 and C1 are related. Thiskind of charge sharing is called dynamic charge sharing. Adding a staticizertends to take care of the problem.3.3 Nonoverlapping clock signalsIn this section we introduce a slightly di�erent kind of state-holding element.It is the little \switch" box depicted in Figure 3.10. It is a shorthand for ap and an n-transistor in parallel controlled with a signal and its negation, sothat either both transistors are tied, or both are cut. Hence we can think ofit as a voltage-controlled switch. We need both the n and the p-transistor toconduct both highs and lows well. We can also draw the symbol for a switchwith an inverting bubble on its control port, which represents a switch thatis cut when the depicted signal is high.Switches work equally well in both directions (remember, the transistorsare symmetric). We can give a direction to the switches by combining themwith an inverter. Two of such combinations in series, controlled by a shiftsignal and its inverse, look like a shift-register cell. However, this is a veryrisky design, because in actuality there is a timewhen both shift and shift_are high-ish and both switches are somewhat open. This is like opening thesluice doors on one side before they are really closed on the other: not a verygood idea!c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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Figure 3.10: Unsafe shift register.We solve this problem by introducing a di�erent clock, one that has twophases that are guaranteed never to be high (or high-ish) at the same time.This allows us to construct a shift register cell where one of the two switches(sluice doors) is always cut. This shift register cell is depicted in Figure3.12. We have also indicate a possible way of staticizing the design. If thesecond switch is controlled by phi1 rather than shift /\ phi1, the secondstaticizer is not needed for clock rates higher than a kiloherz or so.In Figure 3.13 we have indicated how we may transform the combinationof an inverter and a switch to create a circuit that is functionally identical,but somewhat easier to lay out. One might be tempted to create an evenmore convenient (layout-wise) circuit by reversing the order of the transistorsin the pullup and pulldown chains, but this is not a good idea, as it introducesc H. Peter Hofstee 1994 { 10 { 10 { 09 : 11
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w wFigure 3.12: Safe shift register.charge sharing problems.We may also use the nonoverlapping clock to do precharge or dominologic. In Figure 3.14 it is indicated how circuits that precharge on phi0 andcompute on phi1 may be designed.We end this chapter with two register designs which combine some of thestate holding techniques. The reader is encouraged to convince themselvesof their correct operation.
c H. Peter Hofstee 1994 { 10 { 10 { 09 : 11



38
phi0

phi0_

phi0

phi0

phi0_

phi0

phi0_

Figure 3.13: Transformations of (half a) shift register, charge sharing.
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